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A. INTRODUCTION

In recent years, electro optical image intensiCier devices have
been extensively developed for use in. militiry activities requ'ring
visual surveillance tuader extremely limited visibilit-y ccnditions.
In principle, tn,.se sensitlve light pickup elements allow a consid-
erable increase in visual target acquisition and image display capa-
bility. Low level images may be intensified. enormously I:y elec-
tronic amplification, Quantum limited signals may be integrated for
long tm- pe:, '.od-. and readout by continuous nnn-.d-structive readout
techniques. Active light pulse storage systems may be used for .he

storage and continuous display of trunn,:iently illuminated1 scenes.
Active infrared intensifier systems aro feasible which u.obi.ie a
high degree of performaiice with a relatively high level of visiual
security for the user.

The variety and complexi:ty of intensifier devices which are
possible axid the development cost associatrd with each indicate the
need for realistic system seiection and performance ev:aluation tech-
niques. This paper presents a brief survey of the methods' and pro-
cedures which may be utilized for the solution of problems involving
militarj visual surveillance tnru image intensifier devices under
low light level co:rCit.ions.

B. GENERAL SYSTEM4 CONSID.SRA•PION

The image intensifier may be considered as in the nature of a
black oox with input and. output terminals coupling a target message
Located in object space to the visual communication channel of tiie
human network with irterprebive and decision making, capabilities.
In battlefield surveillance radiation patterns modulated by ground
objects travel thcough long air paths into the input terminals of
the intensifier, the objective lens. After undergoing suitable
modification and a&lterration by electronic processes, ar output vis-

V ible image is presented to the human obserTv-r for interpretation and
decision making. The complete system is shown in Figure 1.

We may consider that the interpretation process does not con
tain a continuum of values but is restricted or quantized Into :five
"distinct levels of activity:
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1. No detection
2. Detection
3. Shape orientation
II4. Shape recognition
5. Detail recognition

In other words these are the five distinci degrees of freedom
or states of image intensifier system. Obviously these decision
states depend on the characteristics of the optical message, the
properties of the intensifier device and the physichological re-
sponses of the human readout processes. What is required for eval-
oation purposes is a transformation arithmetic which allows deter-
mination of the most probable value of the decision state of the
complete system as a function of the various component variables.

THE IMAGE INTENSIFIER SYSTEM
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Figure I

C. DEFINITIONS OF INFORMATION FLOW

The choice of a fundamental quantity to act as aui informtatJ on
carrier in an image forming rystern corresponds to the selection of
a suitable coordinate system in which to cast dnd examine a physical
problem While many coordinate systems axe possille tnere are a
preferred few in which the problem may be solved in as simple a
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manner as possible. In like manner, the definition of information

flow for any image forming system is a relative concept whose justi-

fication lies ini the simplicity introduced intu the solution of

visual imagery problems.

There are two general frameworks in which problems involving

images may be cast:

1. Space Domain
2. Space Frequency Domain

The definition of information flow in the space domain is pre-

sented in Figure 2. The input raessage to the intensifier is a real

target with characteristics:

Target brightness Bi

Target contrast CI

-Target angular subtense a,

DEFINITION OF INFORMATION FLOW, o'

Ci C o, C.

TARGET I'PT IMAGE OT~TB B~~E

MESSAGE fENS:FIE , NME i"

Ci - input targei contrast Go - output forget contrast

Bi input torget 1,mrinonce J3 - output target luminance --

C F input rcreet ongul subtense CC - output t-rgetorgJkr subtense

Ce *contros threshold of eye

Co
O (INFORMATION FLOW) e -+1)80.U

0 IS TVhE NUMBER OF DETECTICNJ DISCRIMINATION LTVELS PER /ISVAL iNTEGRATION
TI YE FFPAME

Figure 2
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The intensifier modifies these image quantities and presents to the
eye values of

target contrast Co

r target brightness Bo

target angular subtense ao

Ce = visual contrast threshold

For particular values of target brightness and angular subtense, the
visual network has a minimum requirement of contrast necessary for a
specific act of vision. If the output contrast of the intensifier
exceeds the visual threshold of the eye, then information is trans-
mitted thru the system. The greater the excess of contrast avail-
able, the higher the rate of information flow since the excess con-
trast may be utilized to recognize or identify the target. The
definition of information flow in the space domain is

Co (1)QC-e

Q is the number of discrimination levels per visual integration
time frame. In order to relate information flow Q to decision level
activity it is necessary to determine both the output image contrast
from the intensifier and the contrast requirements for detection,
orientation and shape recognition processes.

The concept underlying the definition of information flow in
the space frequency domain is shown in Figure 3. In this instance
the input message to the intensifier is not a real target but an ab-
stract pattern consisting of alternate black and white lines. When
this message, located a distance L, is just resolved the system reso-
lution Ps is:

Ps minutes- 1  (2)
as

The width of a single line pair at this distance is as L feet if L
is expressed in feet. 34O

We shall define information flow in space frequency domain as
the number of resolved line pairs per foot of target space.

W 4=0 (resolution bits per foot) (3)
as L

I 0
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Figure 3

The great advantage to working in the space frequency domain is the
relative ease with which the effect of the components on system
resolution may be accounted for. For instance if:

Ps = system resolution in minutes"-

P1 = threshold resolution due to signal fluctuations

P2 = threshold resolution of intensifier

P3 = threshold resolution of visual apparatus

Then, referred to the object plane,

~ ~ +( ) )2 (4)

On the other hand, in the frequency domain the targets are abstract
patterns and do not have any obvious relationship to real targets.
Recourse must be made to empirical transformations which in effect
translate complex real objects to visually equivalent resolution

.frequencies for various decision state activities.

In the space domain while the image forms are familiar, each -

target form requires a separate analysis which involves the resolu-
tion of complex and cumbersome mathematical forms.

We shall now consider both information flow formulations in ,--.
some detail.

- %
0- , NA', 0-0 0,0 - - . . . , ,.

• j•• ,j j],", •." "• --_.'r " ,.•--2-•: • • • - .••"'. "r-7. ...7" '7'7'7"• • '•,T•Y•z•



255

dimensions. If tbe system point response is f(x 1 ), then for an out-
put image function B(x), the output image functicn Bo(Xl) is given by

Bo(xl) = b(x) f(xl-x) dx (5)

In three dimensions the output image function becomes

+60

Bo(xl,y 1 ) = ff B(x,y) f(xl-x, yl-y) dxdy (6)

If several reimaging stages are involved, then the process is re-
iterative with the output image of the first stage becoming the in-
put image of the next stage. For objects in three dimensions (two
spatial and one intensity) the evaluation of the output image func-
tions require the use of a programmed machine computer.

In Figure 5a, the results of output image functions are shown
for circular input objects of varying diameter. The point response
function f(x) is taken as-a Gaussian distribution with a diameter of
dr at the 3% point as shown in Figure 5b. As the image diameter d,
decreases below the dimensions of the point response diameter dr,
the peak amplitude of the output image functions in Figure 5a, falls
rapidly. By expressing the results in a normalized form as a func-
tion of the ra~io of the point response diameter to the circular

image diameter d we may plot a spatial intensifier response Rs

which indicates the loss in effective image intensity as a function
of target image size. This is shown in Figure 5c for both circular
and rectangular object functions.

If C = input target contrast

Rs = intensifier spatial response

Bt-
BID = output target brightness

Bo = output background brightness

BB input background brightness
BT
BT-= input target image brightness

CS = output image contrast
BN = intensifier background noise

0

K = intensifier scatter co-efficient

@ ~ ~ - W7 R@t P@ 11j•.• • • •
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T B TTG 1 B B)
and _ B1 T N + Rs - (9)

,4F2M2 4F 2 M2

for B B > BT

where F objective aperture ratio
M tube magnification
G tube light gain
T = optical transmission

Knowledge of the spatial response function of a system allows the
direct determination of the output image contrast and brightness
factors.

2. Effect of Shot Noise

If the image is appreciably shot noise limited, then the ex-
pression for output contrast (equation 7) must be modjfied to allow
for the additional image degradation. Rose has derived expressions
for the minimum detectable contrast threshold which may be discrimi-
nated as a function of image signal to noise ratio. These expres-
sions apply only to threshold events and do not describe the de-
crease in image contrast as the threshold is approached. Let us
consider an image sample with an average signal lever u over which
is superimposed an a.c. r.m.s. noise component [. The signal tc
noise ratio in the Lnmgt sample is gw-.

Then when

-U , output image contrast = input contrast

also when

* 1 output image contrast 0

Also from Rose's theory, -the ccntrast threshold is a linear fuuction
of image sigaal to noise ratio. From this we may infer that the
contrast decreases linearly with image sample signal to noise ratio.
Equation 10 is the simplest expression which approximately satisfies
these conditions

Cout = Cin [ - (1)2] (10)

Ali
a 0 -

V.MV V
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where Cout = output contrast

Cin = input contrast

= r.m.s. noise level

a =:average signal level

It should be understood that the output image contrast CO definedby
0

equation 7 may be used as the input contrast in equation 10. Eque-
tions 7 and 10 then, indicatt. the manner in which image contrast Ls
deg.raded. by the point resporse factor, the degree of macroscopic
light scatter, the internal noise level and. the signaL to noise
ratio in the target image.

E. CONTRAST REQUIRE4TS IN SPACE DOMAIN

We may now direct our attention to the denominazor of the in-
formation flow equation (I.). Ce was defined, there as the visual
contrast threshold required for eazh ,pecific deci~ion level activ-
ity. Generally speehfing, contrast thresholds for the higher visual
decisions fuhnctions are not yet aiailable for •pec.ific militaIry type
tarLets. To obtain the necessary information for the sideview dis-
play of an M-48 Tank some 20,000 observations werc; taken in a semi-
statistical manner on the contraut requirements for target detection*
orientation and shape discriminatiun. The results are on figures 6
and 7 plotted on log - log scale with target brightness as abscissa
and contrast ratio as ordinate. The detection thresholds were found.
relatable to equivalent circular objects of the Tiffany detection
set by about a factor of 3 on the high side.

The most significant feature of the data is the non linear in-
crease in the contrast jumps separating the decision le-,els as the
target distance is increased. This is prominently evident if the
target threshold data at 500° (F-.g. 6a) is compared with the target
data for 3200 feet (Fig. '(b). Magnification or scale in a viewing
system becomes increasingly important as the visual activity becomes
more highly differentiated.

F. INThNSIFIEE DECISION DIAGRAMS IN THE SPACE DOMAIN

We are now in a position to combine the factor variables into
information flow diagrams. Five image intensifier systems were se-
lected for performance evaluation. All utilized a 5" diameter f/2.0
objective lens. The system characteristics of the various viewing
devices were as follows:

"W I,.
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D~ETECTION & SHAPE DISC RIW~NATIO)N THRE84IOLDS of a MILITARY TARGET

M-48~~~~~ TAKFM4 AK-

ANGULAR SUBTENSE 1.57 ANGULAR SUBTENSE .W6

Figure 6

DET EC7 IN a SHAPE DISCRIMINATION Tý"E SHOLDS of a MILITARY TARGET

Ni14

___TARGET CONTRAST __TARGET CONTRAST___
M-46 T-ANK CM4 TANK
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(1) Low Magnification Viewer

Brightness gain 250
Magnification 1, tube magnificati.n .15
Point response diameter at photocathode .35mm
Output noise brighitness 10-3 ft-lamberts

(2) Two Stage Cascade S' stem

Brightness gain 600
System Magnification 4
Point response diameter at photocathode . 1 4mm
Output noise brightness 2x10- 4 ft-lamberts

(3) Optical Cascade System

Brightness gain 200

System Magnification 4
Point response dimneter .12 mm

Output noise brightness .5xlO-4 ft-iamberts

(4) Image Orthicon intensifier Sy, tem

Brightaess gain 1000 - 10,000
Magnification 3
Point response d.ia'eter .6 M
Noi:se equivalent imnut 4 x 10- 7 ft-lamberts
Storage time 1 second

(5) Jpia ele cop

i.• .il ,J gain .8
Magnif ,ation 15
Point respoMtse diameter in focal plane .05 LiE

Sin~f'c~r'ti• functions shown in figure were generated by divid-f n t o s si w in fi u 8 wivi4
yi t the out.itýu contrast at scene luminances of I) and 10-5 ft-

1 Lberts by the contrast thresholds for detection. The dec.i-ýie
I ievels for orientation and shape discrimination were then determv ied
by t oe nin-linpar contrast differentials for these proceuses. We
vixy di.ýaw thc following conclubions from the information f',ow un)ctions:

(1) Tlhe absoluite valie of th(Ž slope of the functions ixdicate
whether the systems are brightness or resolution limited; c. gradual
drop off being the characteristic of brightness limited systems and
a rapid drop off of the characteristic of resolution limited systems.

(2) The e2 .ctronic cascade and the image orthicon .ensiier
"". hvve comp.,ýrable p'rformance 9t all de(is -ion I.,.mvels excopt fcur the

~h ~ %
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E BT , R M T

where Q = Information flow

RF = Point response function

BT = Target brightness

G = System gain

B - Noise

C1 = Input contrast

R =Viewing Range

Ms = System Magnification

T = Time

The equation which optimizes iaformation flow as a function of
focal length is

I Focal length vane d

Also if the image tube voltage is a - wixiable then the optimizing
condition is

r-- 4 C BN0  'Voltage variable (13)

It should be obvious that a large r~mber cf optimizing conditions
exist and these c.nnct all vppl- 6imultaneously over a large domain.
Only over a restLricted regiLon cf interest made the performance of an
intensifier device be optimized. A device intended for use under
starlight illumination levels would not be very effective under day-
light conditions.

H. IMAGE ANALYSIS IN THE SPACE FREQUENCY DOMAIN

In the space doznia imw'ge analysis and evaluation is based. on
the output-input relitionship indicated by

+

\B(x, y) - j 7- (x,y) f (x -x, y1-y) clx dy

-7- -7 • -•
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½ 'IMAGE INTENSIFIER DECISION D!AGRAMS
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where Bo(xi,y!) = output Image function

B 0 (X,y) input Image function

f (xl,yI = syprtemT poiit respcune

It should be obvlouz that image evaluatiin besed in the space domin-
is the tedious and cLmberscme operation which must be rep'ieateu for
each view of each t'trget of interest. Fortunately bhe space fre-
quency response method considerp~bly simplif'es the situation. R('.
ferring b&2k to Figure L4, the Fourier tranJformation

-."1
S+ o

"11(w) = f e Jw(x) Bo (xl) dxI (11i

translates the output image function Bo(xl) into an output frequency
spectrum I(w). However now, the output image spectrum is given by

1(w) 0 (W) r(W) (15)

input n!age spectrum O(w)

system frequency response = f(w)

The Image irarnsfo••mation o.efined by equation 14 has resulted in an
output-input relationship which is linear and which does not involve
any integrations. Subsequent reizbging may be haudlei by simple
multiplication by the frequonc- resp onse function of that particular
-einaging process. Image analysis in the frequency domain is much
-imp',er then the corresponding olerationc in the sp,.'ce domain. How-
ever In +he frequencr domain, the image functions are aq'stract
spectra which must be related in some fashion to real target.

(1) OPTICAL IMP.GE MANSFORMALTIONTS

Intuitively, it would seem that there must be some relationshin
between the number of lines reso.lved at the target ana the corres-
ponding decisions of detection, recognition and identification. By
norn-.lizing the resolved line pairs for a critical target d.imension
as shown in Figure 9 it was foind that minimum resolution requi -ed
"for a particularc decision activity was a coi._1u~t for nine military
"targets within a maximum erro_' excursion of',L_5%- The results are
sh~o•n tabulated in Table i.

_ N•
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-- _ I I

Method of Optical image
Tronsfor motion

I Igure 9

Table I - Optical Irnage Transformations

TARGET RESOLUTION PER MINIMUM DIMENSION
Broadside View Detecztion Orientation •{tcognition Identification

Truck .9C 1.25 4.5 8,0
M-48 Tank .75 1.2 3.5 7.0
Stalin Tank .75 1.2 3.3 6.0
Centurion Tank .75 1.2 3.5 6.0
Half-track l. 1.50 4.0 5-0
Jeep 1.2 L.50 4., 5.5
Command Car 1,2 1.5 4.3 5.5
Soldier (Standing) 1.5 1.8 3.8 8 .
105 Howitzer 1.0 1.5 4 6b.0

Average 1.0 _. .25 1.4 + .35 4.0 + .8 6,4 2 _.5

00 C 0 00
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The•,.. target transformations were f iund to be independent of
contrast and sceao signal to noise ratio as lou& as the contrast Ln
the resolution chart was the same as the contrast in the comnplex
target. These result& indicate that zomplex military targets may be
considered equivalent in a visual sense to repetitive reso~ution
patterns of appropriate spatial freqneaici'ýs for each deLAsion level.
The results #2re genoral, at least for the !imited g.roup considercd.,
and ar.a independent of distance. They simplify considerably the
determinations of decision level actlvtty in any Liaging syste-m
since tt is only necessary to determine the angular resolution
characteristjl as a fuiaction of a few parameters.

(23 THRESHOLD REJOLYTION AND SIGNAL TO NOISE RATO0

One of the parameters which is fundamental to the angular reso-
.Lution characteriE tic is the signal to noise ratio in the iriage sam-
ple. In Figure 10(a), the slgnal to noise ratio in the image sample

--- j 20 D image Samplirng
A oara ture-' I I'I°"

(0) Resolution Pattern

for high Contrast Pattern
2

,nmpling
Ap~ifure ...........

SignalI to
Noise

Ratio

-. __.J_ lJ LL I
I 2 3 4 5 6 7 9 9

(b) Lime Pairs per' inch-Threshold Resolution

Equivalence Between Sampling
Aperture Signal to Noise Ratio

and Threshold Resolution
T'- gure 10

iI~l:|• I' • 'II • @ • , €, •', •, < , ,
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of diameter D way be readily dc.termined from the convent!onal theory
of the statistilcal fluctitations of quantum samples. The relation-
stip between the signal to noise r-it.o in the image sam-ple and the
corresponding threshold resolution in a frequency pattern lf, not

obvious and must be determined by empirical stadies. The empirical
relationship shown in Figure 10(r) indicates that for a contrast
ratio of seven, a signal to noise ratl.o izn the image sample of about
1.5, is equivalent to a threshc].d resolution of 1/25 line pairs per
unit length.

This result allows the determination of the effect of signal
quantum fluctuations on Uuage resolution 1'or this paxrtcular con-
trast value. In order to generalize this result to all contrast
values, it iE necessary to determine the relationship between signal
to noise ratio and contrast ratio. As indicated in figure 12., over
a contrast ratio of I to 10, it was found that:

f x Contrast Contrast 10.5
Noise

In other yords, a high contrast image may have a low signal to
noise ratio while a low contrast image mv.-st have a high signal tc

o S = Dynamic Signal to Noise Rctio IN

15 - B6_•B Static Brightness Rotio in

BD Resolution Pattern
BI S

B0 N-
Bu N

__.L. • I I i
0 1 2 3 4 5 6 7

Brightness Ratio --

Equivalence of Static Brightness Roflio
(Controst) and Dynamic Aperture

Signol to Noise Ratio

Figure 11
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noise ratio for the same threshold resolution condition. In Table
II, these results btve been used to compute the quant•u signal limi-
tations to resolution for a photocathode with an efficiency of 100
microa.mperes per lumen anU a frame time of .2 seconds.

Table II Quantum Fluctuation Limitations to Resolution

Photoclitnode Resolution - line pairs per millimeter
illuminatfon

SContrast Ratio
"• ft - ceenTes 1.3 2.0 _.0 10.0

10-3 6o 9o 225 450
i0-4 18.5 28 69 138
10O--5 5.5 8 21 42
.0-° 1.6 2.6 6.5 13

-1- .5 .8 2.1 h4.2

These resolution limitations are fundamental and may be circumvented
only by an increase in quantum efficiency or storage integration
time.

(3) ANGULAR RESOLUTION• FUNCTiANS OF THE EYE

Ir. t-ne space frequency domain, the only information required of
the visual decision making apparatus ic the angular resolution as a
function of scen, brightness and. contrast. "rom the literature1

ivisual azuity functions of this nature have been extracted over a
limited region and are shown in Figure 1f. The parameter in this
figure, brightness ratio, is defined as

Stpa~r brigh-rne ss

brightness ratio = - br....ba.ckground brightness

The ahnmot iature of ;'64is t',Yer. ,)f data allows drect gerer&0 e..• om-
parisorns between the performance of fo.ogre intensifier s:.stems aad
the vi.ua. appa'at'is. Also target detection recogaition and idei-ti-
fication L:re!,hold ovents zmay be readily dete -mired for a wide
.- triety of targets through use Co tbe method of opticel image
,.ransiori -,wior.

•.•I. r~fi-OHYf.'NC ! OF IMAGE I NTE 8 IFi IE SSTThMS

We may now consider briefly the perforwance o iJdeai and ac-Lual
,.,sage intensifier device.,. In Fig:,.re i3, the empir.>:aiiy determined
acuity fkunctior of thb eire has been .lt+ed agaie" st plar.et b n ightne:-'

ote gant!a.e -

-J*ii 48B
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100

-_. Visual IAcuity s a Function

of Brightness Ratio and
~~Target Luminoce-Z

4 10-1 Brightness Ratio's of 0luII 21.. 1

00)

Sr

€ .p.

'€i0-2' • ,/ , • ,••-

1 -O5 10-4 !0-3 10-2

Target Brightness - Ff. Lamberts

VISUAL RESOLUTION THRESHOLDS
Figure 12

for a contrast level of 10. This is compared to the performance
function for an ideal tube limited only by signal fluctuations. The
opti'2al system for the intensifier is equivalcnt to the lens charac-
teristic of the dark adapted eye. The illumination on the photo-
cathode is

B t ft candles (16)
)4F2

J N,

Ak AN dL 9
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where B = scene brightness (ft lamberts)

F= optical aperture ratio = 2.0

t = transmission = -7

By using the thres3hold data for a contrast of 10 in Table II, the
resolution corresponding to various target luminance levels is
readily determined. Let this be line pairs per millimeter.
Since -the focal length is 16 MM, the angular resolution correspond-
ing to this threshold is:

R Lp x 16 (minutes (17)

3T4.50

Performance Comparison of ideal
intenifier and human eye

_Ar< •ConIrast 10 f/2, 8mm Optics

(II

J, G

P, 10

-3

0C..

""I -A- ;,o I

0 i6 !0-5 10-1 10-1

:-•,-'.Target Luminance ft. Lamberts

,Figure 13
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The ideal performance of the intensifier exceeds the perform-
ance of the unaided eye by a factor of 10 over a wide range of tar-
get luminance. Actually the difference is even greater since the
information leaving the intensifier may be used almost immediately
irrespLctive of signal level. The unaided eye requires considerable
time for adaptation and interpretation.

The field performance of non-ideal intensifiers may be deter-
mined in similar fashion but with several important differences. In
the non-ideal oase, the device may be limited both by technological
deficiencies such as poor high light resolution and by low visual
resolution caused by inadequate brightness gain in the intensifier.
Let

Lp = signal fluctuation resolution threshold

Lt = high light threshold resolution of tube

F = focal length of objective

The overall resolution L at the photocathode is

1-- (18)

The angular resolution corresponding to this linear resolution is

R L x F (minutes -1) (19)

For the particular brightness level at the intensifier output,
the visual apparatus will be driven to a value of angular resolution
Re- If the system magnification is M, then the angular resolution Ra
in the object plane is

Ra = (20)

The overall channel resolution Rs is

1 ( +(l\ (21)

As soon as the overall system resolution is known, the decision
response is easilyr da'tcrmined. In figure 14, the number of resolu-
tion elements per foot of target has been plotted against range for

5; ,-.. . , - ,- , • .- , • -.. ". -, -x,.-",",,'.'.,,'. -,;'.,''•' A,.,,.•.• "'.< ,,''.<." -: ,"V-
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a cascade tube intensifier, an image orthicon intensifier and a ten
power optical telescope. The scene luminance of l0-5 ft-lamberts
corresponds about to the level of medium starlight illumination.
No consideration has been given to the effects of atmospheric atten-
uation. Five inch diameter, f/2.0 opti.cs are used throughout the
calcu-lations. The image orthicon intensifier in this instance had
a storage time of 1/30 second as against a one second time storage
for the previous calculations in the space domain,. The target was
an M-48 tank viewed broadside with a critical dimensi-o nf about 8
feet. Referring back to Table I we find that tho number of resolu-
tion elements per foot required are .15, .5, and .8 for decision
levels of detection, recognition, and identification respectively.
The intersection points of horizontal lines drawn at these ordinate
values and the space frequency response functions yield detection,
recognition, and identification ranges information in a simple di-
rect manner. Comparison with the performance fun, tions in Figure 8
indicates that the space frequency range determinations are about
30% less than the corresponding data in the space domain. Since
two completely different types of visibility data are involved, this
is not a large difference. The few experimental range points avail-
able woiuld seem to favor the space frequency range computations.

CONCLUDING RM4ARKS

Two general methods have been presented for the analysis of the
performance capability of imagez intensifier devices. The space fre-
cquency response '-pproach has been found to yield powerful and sig-
nificant simplifications in the analysis of image forming systems
Swith hmaan network interpretation and decision making. Of necessity,
these are methods of upproximation which will require refinement and
modification as additional insight is gained into the nature of non-
linear image processes.
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